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Introduction

Factoring

 Group things that have common concept.
 Simplify long list of items/variables into smaller groups.
 Factoring = Grouping.
 Factor = Construct = Concept.

Intuitive factoring

List of items

Orange, motorcycle, bus, durian, banana, car
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Do these items have anything in common?

Group the items

[Orange, durian, banana]

[Motorcycle, bus, car]

Name the groups

Fruit Motor vehicle

Orange, durian, banana Motorcycle, bus, car

 By finding something in common among the items, factoring the items and naming the 
factors are basically factor analysis!

 Factor out the common comcepts from the items.

Correlation matrix

 Let say the same items are rated on a Likert-type options from 1 (fruit) to 5 (motor vehicle) 
on their characteristics of being fruit or motor vehicle. Then the Pearson's correlation 
coefficients among the items are tabulated:

Items 1 2 3 4 5 6

1. Orange 1.00

2. Durian .67 1.00

3. Banana .70 .81 1.00

4. Motorcycle .11 .08 .05 1.00

5. Bus .08 .12 .09 .75 1.00

6. Car .18 .12 .22 .89 .83 1.00

 We then examine the patterns of correlation in the correlation matrix, then group highly 
correlated items into factors.

Factors

Items Fruit Motor vehicle

1. Orange X -

2. Durian X -

3. Banana X -

4. Motorcycle - X

5. Bus - X

6. Car - X

 However such approach is tedious for large number of items, for example for 100 items, we 
have to examine 100(100-1)/2 = 4950 correlations.

 Factor analysis enables objective assessment of these correlations and factor/group the 
items.
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Factor analysis

 A multivariate statistical analysis i.e. many outcomes.
 It refers to a mathematical method known as multivariate linear factor model (Gorsuch, 

2014).
 A member of an analysis group known as latent variable model analysis (Bartholomew et 

al., 2008)
 The aim is to determine of number and nature of factors that are responsible for the 

correlations among the items (Brown, 2015).
 From a number of outcomes, factors are extracted and determined. These factors are 

unobserved (latent) independent factors.
 In contrast to multiple linear regression, the one outcome and many independent factors are 

measurable.
 By comparing the equations:

Simple linear regression:

y = a + bx

Multiple linear regression:

y = a + b1x1 + b2x2 + … + bnxn

Factor analysis:

Still: y = a + b1x1 + b2x2 + … + bnxn

Written in different way:

Xi1 = w1AAi + w1BBi + … + w1fFi + c

In form of multivariate linear factor model:

Xi1 = w1AAi + w1BBi + … + w1fFi

Xi2 = w2AAi + w2BBi + … + w2fFi

. . .
Xiv = wvAAi + wvBBi + … + wvfFi

Xiv  : Item v score for person i
Wvf  : Factor weight/coefficient for item v
Ai to Fi : Factor score for person i

* Constant, c is dropped as all scores are deviations from mean.

In a more human friendly form:

Item score = Factor Weight x Factor score

 The analysis can be (Brown, 2015):
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▪ Exploratory – Exploratory Factor Analysis (EFA).
▪ Confirmatory – Confirmatory Factor Analysis (CFA).

 Analysis of latent variable such as factor analysis is important in fields like psychology and 
psychiatry, because we cannot observe directly psychological states, thus measured 
indirectly in form items, e.g. depression:

▪ depression causes symptoms of depression.
▪ depression (latent) is measured indirectly by items representing its symptoms.
▪ prove the symptoms are correlated to each other, representing the concept of 

depression by factor analysis.

Exploratory factor analysis (EFA)

Introduction

 An exploratory method.
 Aims to explore the items, factor common concepts and generate theory.
 Generally two models (Gorsuch, 2014):

▪ Full Component Model.
▪ Common Factor Model.

 The choice of models determines the extraction methods.

Full Component Model

Item = (Weight 1 x Factor 1) + (Weight 2 x Factor 2) + … + (Weight n x Factor n)

 Extraction method: Principal component analysis (PCA)
 Takes into account for all variances, suitable for data reduction, e.g. items are condensed 

into smaller number of unrelated components, then used as variables in other statistical 
analysis (data reduction).

 Do not account for error in measurement.
 Not the 'real' factor analysis (Gorsuch, 2014; Brown, 2015).
 Advantage: No problem with inability to come up with factor solution (indeterminate factor 

solution).
 Basically a descriptive and data reduction method.

Common factor model

Item = (Weight 1 x Factor 1) + (Weight 2 x Factor 2) + … + (Weight n x Factor n) + Error

 Extraction methods:

▪ Classical: Principal axis factoring.
▪ Other variants: Image analysis, alpha analysis, maximum likelihood.

 Attempts to account for common variances and also error variances.
 'Real' factor analysis.
 Maximum likelihood variant allows assessment of factor model fit (chi-square).
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 Problem –  Indeterminate factor solution.

Rotation

 Rotation of factors is used to allow simpler analysis solution.
 Types of factor rotation:

▪ Orthogonal method – uncorrelated factors.

▪ Varimax, Quartimax, Equamax.

▪ Oblique method – correlated factors.

▪ Oblimin, Promax.

Confirmatory factor analysis (CFA)

 A confirmatory method.
 It is also based on common factor model.
 A type of Structural Equation Modeling (SEM) analysis that deals with measurement 

model.
 Maximum likelihood estimation is commonly used for estimation.
 Allows assessment of measurement model fit.
 The main difference between EFA and CFA is that by using CFA, the researcher has already 

established the construct and which items belong to it. CFA is no longer exploratory.
 For example, CFA items:

Obesity

I love fast food
I hate vegetable

I hate eating fruits
I hate exercise

 The items are probably based on his exploratory method, literature reviews, theories, or 
experience – strong theoretical basis for the items and factors.

 For example, EFA items:

?

?

?

I love cat
I hate snake
I love statistics
I love snorkelling
I support Harimau Malaya team
I love driving car
I love computer game
I like to have everything normally distributed
I think of independent t-test everyday
My favourite food is nasi ayam
I used to eat a lot of pisang goreng
I spend most of my time in front of computer
I love SPSS
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 Can you explain easily the correlations between the items? No idea → EFA.

EFA vs CFA

 The differences between EFA and CFA can be summarized in the table below:

EFA CFA

Exploratory procedure Confirmatory procedure

No pre-requisite to specify theoretical factors 
for a collections of items

Pre-specified theoretical factors

Aims to explore the items and extract common 
ideas. Theory generating based on empirical 

findings

Strong theory. Just want to confirm

Items free loading and not fixed to factors Items are fixed to pre-specified factors

Rotation of factors is used to allow simpler 
solution

Rotation not used

Explicit hypothesis is not tested Explicit hypothesis testing. Allows assessment 
of model fit (χ2 GOF, Fit indices)

Internal Consistency Reliability

Internal Consistency Reliability

• It is the degree to which responses are consistent across the items within a construct  i.e. 
measure the same thing (Kline, 2011) in similar direction for a particular subject. In other 
words, how homogeneous the items in a construct in term of their variance.

• When scores for items within a construct are almost similar in values and in similar 
direction (homogeneous), they are positively correlated to each other, thus would indicate 
that they measure the same factor. This results in high internal consistency.

• Low internal consistency means that the items are heterogeneous within a construct i.e. do 
not measure the same factor, thus the total score is not the best way to summarize the 
construct (Kline, 2011).

Cronbach's Alpha

 Cronbach's alpha coefficient is a common way to indicate internal consistency of a 
construct. It is given as:
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α= k
k−1(1−

∑
i=1

k

σ i
2

σT
2 )

k=number of items
σi

2=variance for i th item score

σT
2=variance for total score

 Ranges 0-1.
→ When α=1, the items are all identical and perfectly correlated to each other, i.e measure 

the same thing.
→ When α=0, the items are all independent and none related to each other, i.e do not 

measure the same thing.
 Generally, the value is satisfactory: 0.7-0.8 and clinical use: > 0.9 (Bland & Altman, 1997).
 For example:


* Bland and Altman (1997). Cronbach's alpha. BMJ, 314: 572.

∑σ i
2=11.16

σT
2 =77.44

k=10

α= 10
9 (1− 11.16

77.44)=0.95

Analysis steps in EFA

The following steps allow systematic approach to EFA.
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Preliminary step

1. Clean up the data for wrong entry, missing values. Replace missing values with appropriate 
imputation method of choice.

2. Descriptive statistics:

◦ Check minimum-maximum values per item.
◦ n(%) of response to options per item.

3. Normality of data:

◦ Univariate normality

▪ Maximum-Likelihood extraction requires multivariate normality.
▪ Univariate normality → Multivariate normality.
▪ If not normal, may use principal axis factoring extraction.

◦ Multivariate normality

▪ Normality of the data at multivariate level.

Step 1

 Check suitability of data for analysis

◦ Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy.
◦ Bartlet's test of sphericity.

 Determine the number of factors by

◦ Eigenvalues.
◦ Scree plot.
◦ Parallel analysis.
◦ VSS
◦ MAP

Assessment of results for Step 1

Result Cut-off points Comments

Suitability of data for analysis

Kaiser-Meyer-Olkin 
(KMO) Measure of 
Sampling Adequacy

> 0.7 Measure of Sampling Adequacy (MSA) is a relative 
measure of amount of correlation (Kaiser, 1970). It 
indicates whether it is worthwhile to analyze a correlation 
matrix or not. KMO is an overall measure of MSA for a set 
of items, given as:

KMO=
∑
i≠ j

n

∑
i≠ j

n

rij
2

∑
i≠ j

n

∑
i≠ j

n

r ij
2+∑

i≠ j

n

∑
i≠ j

n

aij
2
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where
rij is the correlation between items i and j
aij is the partial correlation coefficient (or anti-image 
correlation coefficient) between items i and j

From the formula, we can imply that:
KMO→1: Correlation→1 and partial correlation→0.
KMO→0: Correlation→0 and partial correlation→1.

The following is the guideline on interpreting KMO values 
(Kaiser & Rice, 1974):

Value Interpretation

< 0.5 Unacceptable

0.5 – 0.59 Miserable

0.6 – 0.69 Mediocre

0.7 – 0.79 Middling

0.8 – 0.89 Meritorious

0.9 – 1.00 Marvelous

Bartlet's test of 
sphericity

P-value < 0.05 Basically it tests whether the correlation matrix is an 
identity matrix (Bartlett, 1951; Gorsuch, 2014; Revelle, 
2015)., e.g. 3x3 matrix,

I=[1 0 0
0 1 0
0 0 1]

The determinant of the matrix, Rvv is converted to a chi-
square statistic and tested for significance:

χ2=−(n−1−2 v+5
6 )ln|Rvv|

where
n is the sample size
v is the number of items

while the df for the χ2 is

df =v
v−1

2

A significant test indicates that there are worthwhile 
correlations among the items based on correlation matrix. A 
non-significant test indicates that the items are not 
correlated to each other based on the correlation matrix.

Determination of the number of factors
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Eigenvalues > 1

Look at number of factors at eigenvalues > 1 (Kaiser-
Guttman rule). 

Eigenvalues can be interpreted as how worthwhile a factor 
in term of item. For an Eigenvalues of 4.5, the extracted 
factor is worth 4.5 times as much as a single variable. The 
cut-off value is 1 because if extracted factor is worth less 
than what a single variable can explain, the factor is not 
worthwhile to be extracted.

Scree plot

–

Also known as Cattel’s scree test.

"Scree" is a collection of loose stones at the base of a hill. 
This test is based on eye-ball judgment of an eigenvalues vs 
number of factors plot.

Look for the number of eigenvalue points/factors before we 
reach the "scree". Look for last substantial decline or abrupt 
changes in the plot (elbow). Number of factors is the 
number of dots (eigenvalues) up to the 'elbow' of the plot. It 
is also suggested to to fix +/- 1 factor from the decided 
number of factor.

Parallel analysis

–

Comparison of the scree plot obtained from the data to the 
scree plot obtained from randomly generated data (Brown, 
2015). Number of factors is the number of dots above the 
intersection between the plots.

Very simple structure 
(VSS) criterion

–

VSS compares the original correlation matrix to a 
simplified correlation matrix (Revelle, 2015). Look for the 
highest VSS value at complexity 1 i.e. an item loads only 
on one factor.

Velicer's minimum 
average partial 
(MAP) criterion.

–

MAP criterion indicates the optimum number of factors that 
minimizes the MAP value. The procedure extracts the 
correlations explained by the factors, leaving only 
minimum correlations unrelated to the factors.

Step 2

 Run exploratory factor analysis by fixing number of factors as decided from previous step.
 Choose an appropriate extraction method. We use principal axis factoring (PAF) because it 

does not assume normality of data (Brown, 2015).
 Decide on rotation method. Choose an oblique rotation, Oblimin is recommended (Fabrigar 

& Wegener, 2012).

Assessment of results for Step 2

Result Cut-off points Comments

Judge quality of items by looking at the following results. Remove poor quality items.

Factor loadings (also 
standardized 

Ideally > 0.5 Factor loadings are partials correlation coefficients of 
factors to the item.
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loadings / pattern 
coefficients) Factor loadings can be interpreted as follows (Hair Jr. et al., 

2009):
Value Interpretation

0.3 to 0.4 Minimally acceptable

≥ 0.5 Practically significant

≥ 0.7 Well-defined structure

The factor loadings are interpreted based on absolute 
values, ignoring the +/- signs. We may need to remove 
items based on this assessment. Usually we may remove 
items with FLs < 0.3 (or < 0.4, or < 0.5). But the decision 
depends on whether we want to set a strict or lenient cut-off 
value.

Communalities Ideally > 0.5
Practically > 

0.25

It is the % of item variance explained by the extracted 
factors. A cut-off of 0.5 is practical (Hair Jr. et. at., 2009), 
which means that 50% of item variance is explained by all 
extracted factors. The cut-off value depends on researcher 
as to what amount of explained variance is acceptable to 
him/her.

However, for practical purpose I consider 0.25 cut-off point, 
considering factor loading > 0.5 is accepted, thus variance = 
square of factor loading = 0.52 = 0.25

Cross-loading High FL in 
only one factor
Complexity ≈ 

1

Check for cross-loading of an item across factors. This is 
indicated by having almost comparable factor loadings in 
two or more factors. It indicates that the item is not specific 
for a construct and to general, thus should be removed.

Complexity close to 1 indicates the item is specific to 1 
factor (Pettersson & Turkheimer, 2010). More than 1 
indicates the item represents more than 1 factor.

Factor correlations < 0.85 Only available when oblique rotation is used.

If > 0.85, the is a multicollinearity between the factors, thus 
the factors are not distinct from each other, thus can be 
combined (change number of fixed factors) (Brown, 2015).

Step 3

 Repeat the analysis similar to Step 2 every time an item is removed. Make judgment based 
on the results.

 The analysis is finished once we have:

◦ satisfactory number of factors.
◦ satisfactory item quality.

Analysis step for Cronbach’s alpha
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 The reliability is checked for each factor as extracted from EFA by Cronbach’s alpha.
 Selected good items per factor.

Step

 Determine the reliability for each factor separately by including the selected items only.

Assessment of results

Result Cut-off points Comments

Cronbach's alpha
OK > 0.7

Caution > 0.9

Indicates the internal consistency reliability. 

Generally: Satisfactory = 0.7 to 0.8, Clinical use > 0.9 
(Bland & Altman, 1997).

Although a higher value indicates a higher reliability, a 
value of > 0.90 indicates that some items are redundant and 
should be removed (Streiner, 2003).

Alternatively, DeVellis (2012, pp. 95-96) provides detailed 
cutoff values and interpretation:

Value Interpretation

< 0.6 Unacceptable

0.60 to 0.65 Undesirable

0.65 to 0.70 Minimally acceptable

0.70 to 0.80 Respectable

0.80 to 0.90 Very good

> 0.9 Consider shortening the scale

Corrected Item-Total 
Correlation

> 0.5

Ideally > 0.5 (Hair Jr. et. al., 2009)

It is the correlation between value of an item to total value 
of others in a construct. A negative CITC indicates that an 
item is negatively correlated to the total, so reverse coding 
the item is indicated.

Cronbach's alpha if 
item deleted

-

If the value is a marked improvement of Cronbach's alpha, 
it might justify removing the item. Retain the item if the 
value is less than reported Cronbach's alpha or the 
improvement is very minimal. 
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