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Objectives

1.Understand the concepts of odds and risk, and
their relations with logistic regression

2.Perform simple logistic regression in SPSS

3.Identify and interpret the results
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Introduction

* Logistic regression is used when:

- Dependent Variable, DV: A binary categorical variable
[Yes/No], [Disease/No disease] i.e the outcome.

* Simple logistic regression — Univariable:

- Independent Variable, IV: A categorical/numerical
variable.

* Linear Regression?
— Dependent Variable, DV: 777
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Introduction

* Simple Linear Regression
- y=a+bx
* Simple Logistic Regression
- log(odds) = a + bx
— That's why it is called “logistic” regression

— Allows us to obtain odds ratio
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Odds ratio vs relative risk

* Association analysis for cross-tabulation of a
binary factor with a binary outcome can be
expressed as odds ratio.

e Odds is a measure of chance of disease occurrence
in a specified group,

O d dS: ndisease
n

no disease
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Odds ratio vs relative risk

* Odds ratio, OR is the ratio between the odds of two groups;
the group with the risk factor and the group without the risk
factor,

Odds factor

Odds ratio ,OR =
sratio Odds

no factor

* Odds ratio is applicable to all observational study designs
(cohort, cross-sectional and case-control) -- does not imply a
cause-effect association, but only plain association.
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Odds ratio vs relative risk

* In epidemiology, the association between a risk
factor and a disease is expressed in terms of risk
and relative risk.

 Risk is a measure of chance of disease occurrence
in a specific group,

RiS k — ndisease

n group
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Odds ratio vs relative risk

* Relativerisk is the ration between the risk in the
group with the factor and the risk in the group
without the risk factor,

Risk
Risk

factor

Relativerisk ,RR =

no factor

* Relativerisk is only appropriate to calculate risk
and relative risk for cohort studies, because the
cause-effect relationship is well defined.
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Odds ratio vs relative risk

* Odds Ratio, OR

— Applicable to all observational studies.
* Relative Risk, RR

— Only cohort study.

* OR = RR for rare disease, useful to determine risk
from a case-control study.
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Odds ratio vs relative risk

Factor vs Disease Lung CA No Lung CA
Smoker 24 [a] 76 [b]
Non-smoker 13 [c] 87 [d]

* Odds(smoker)=a/b=24/76=0.32

* Odds(non-smoker) =c/d=13/87=0.15

* OR(OddSsmoker/OddSnon-smoker) = 0.32/0.15 =2.13
e Shortcut, OR=ad/bc =(24x87)/(76x13) =2.11
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Odds ratio vs relative risk

Factor vs Disease Lung CA No Lung CA
Smoker 24 [a] 76 [b]
Non-smoker 13 [c] 87 [d]

* Risk(smoker) = Proportion CAD = a/(a+b) =0.24
* Risk(non-smoker) =Proportion CAD c¢/(c+d) =0.13

* RR(RisKsmoker/RiSKnon-smoker) = 0.24/0.13 = 1.85 = OR,
2.11
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Simple Logistic Regression

* Simple Logistic Regression
- log(odds) = a + bx
— That's why it is called “logistic” regression

— Allows us to obtain odds ratio

* Oddsratio,
OR =exp (b)
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Analysis in SPSS

* Dataset: slog.sav

* Sample size, n=200

* DV: cad (1: Yes, 0: No)
* IVs:

~ Numerical: sbp (systolic blood pressure), dbp (diastolic
blood pressure), chol (serum cholesterol in mmol/L), age
(age in years), bmi (Body Mass Index).

— Categorical: race (0: Malay, 1: Chinese, 2: Indian), gender
(0: Female, 1: Male)
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Steps in Multiple Logistic Regression

1.Descriptive statistics
2.Univariable analysis

3.Interpretation
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1. Descriptive statistics

* Set outputs by CAD

status.

- Data > Split File~ da e

split File h +

& sbp
& dop

Select Compare groups | |5

ﬁ age
& bmi

— Set Groups Based on: & race

cad, OK

% gender

Analyze all cases, do not create groups
@ Compare groups
Qrganize output by groups

Groups Based on:

..
=

%cad

@ Sort the file by grouping variables

File is already sorted

Current Status: Analysis by groups is off.

[ QK ][ Paste ][ Reset ][[ancel][ Help ]
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1. Descriptive statistics

* Obtain mean(SD) and
n(%) by CAD group.

— Analyze > Descriptive T
Statistics - B o §§E‘%
Frequencies %3

— Include relevant —
variables in Variables 2 Dispey trequency L

Imal&t ) Cesser) (Sance) (e )
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1. Descriptive statistics

* Cont...

. . . f Frequencies: 5tatistics h. + X |
- Stat|St|CS 9 tl k 9 —Percentile Values —Central Tendency
° [¥iQuartiles t| | [¥ Mean
CO ntl n ue [T] Cut points for: equal groups [of] Median
[] Percentile(s): [] Made
] sum

D Walues are group midpoints

—Dispersion Distribution
[&f] 5id. deviation [&f] Minimum [] Skewness
[] variance [3] Maximum [] Eurtasis
[] Range [] 5.E mean

[Eontinue][ Cancel ][ Help ]
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1. Descriptive statistics

® " T
Cont... Frequencies: Charts + X
— Charts > tick > Chart Type [
Continue > OK None
(©) Bar charts

Pie charts
@ Histograms:

Chart Values

o 8]

| Continue || Cancel || Help |
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1. Descriptive statistics

* Results

Statistics
shp Swstalic dbp Diastolic chol serum

Blood Blood cholesteral age Age in farmi Bodhy gender

cad coronary artery disease Pressure Pressure ‘mmaolfh Years fass Index race ethnigity dender
Onocad M W alid 1632 1632 1632 1632 1632 1632 1432
Mizsing 0 0 0 0 0 0 0
Mean 12929 a0.80 60970 45,15 36 9056 a4 47
Median 124.00 0,00 60200 4,00 37,8000 1.00 oLy
std. Dewiation 22.264 12 607 116623 8.412 377178 BE6 LS00
Minimurm g8 56 4.00 21 25.30 0 0
M aximum 218 120 9.25 62 41.20 2 1
Percentiles 25 114.00 70,00 5.2350 37.00 36,1000 e ity
50 124.00 0,00 £.0500 CENY 37,9000 Y AP0
75 14000 0,00 6.7650 52.00 3892000 e 1.00
1cad M walic 37 37 37 37 37 27 37
Mizsing 0 0 0 o] o] o] o]
Mean 143.76 88.97 664549 47.432 364464 &7 55
Median 125.00 90,00 66550 5000 37.1248 1.00 1.00
atd. Dendatian 25611 12.171 1.17041 8.796 2.99414 823 44
Minirmurm 1o 70 4,12 X 25,50 0 0
Maximurm 224 114 .05 &1 45.03 2 1
Percentiles 25 122.00 7E.00 5 8537 2850 24,0802 Rils) Nils)
50 125.00 90,00 66550 5000 37.1248 Y AP0
75 159,00 87,00 72875 55,00 38.5146 gy, ity
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1. Descriptive statistics

* Results

race ethnicity

Cumulative
cad coronary artery disease Frequency | Percent “Walid Fercent Percent
Onocad  Yalid O malay &0 i6.8 IG5 i6.H

1 chinese 52 319 319 La.7
2 indian 51 31.3 31.3 100,10
Taotal 163 1000 1000
1 cad Walid O malay 12 5.1 351 351
1 chinese 12 2.4 2.4 676
2 indian 12 2.4 2.4 1000
Total 37 1000 1000
gender gender
Curmulative
cad coronary artery disease Freguency | Percent | Walid Percent Percent
O nocad  Yalid O waman a7 TE 534 53.4
1 man TE 46 6 46 8 1000
Total 163 100.0 100.0
1 cad Yalid O woman 1= 5.1 351 35.1
1 man 24 G4 9 &d.9 1000
Total 37 100.0 100.0
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1. Descriptive statistics

* Results
~ Look at histograms to i -
decide data normality for - —
numerical variables. ?bp : |
Remember you r BaSiC ﬁ .;h.;.p| grgamze output by groups
ﬁ age
StatS! ﬁhmi - &
* Caution! Reset backthe | [#
datao Current Status: Compare:cad )
— Data - Split File »> Select e e
Analyze all cases
— OK
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1. Descriptive statistics

* Present the results in a table.

Factors CAD, n =37 No CAD, n =163

mean(SD) mean(SD)

Systolic Blood Pressure 143.8(25.61) 129.3(22.26)
Diastolic Blood Pressure 89.0(12.17) 80.8(12.61)

Cholesterol 6.6(1.17) 6.1(1.17)

Age 47.4(8.80) 45.2(8.41)
BMI 36.4(3.99) 36.9(3.77)
Malay 13(35.1%) 60(36.8%)
Race* Chinese 12(32.4%) 52(31.9%)
Indian 12(32.4%) 51(31.3%)
Gender* Male 24(64.9%) 76(46.6%)
Female 13(35.1%) 87(53.4%)

*n (%)
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2. Univariable analysis

* Perform Simple Logistic Regression on each IV

* Pay attention to whether IV is numerical or
categorical
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2. Univariable analysis

Logistic Regression N + X
* Analyze numerical 5. - = j=—=
variables: o o
. & o
~ Analyze > Regression -
Binary Logistic e B

2 | |

(ox ) (amme) (s cancet) (e )

~ Dependent: cad,
Covariates: sbp

x

Logistic Regression: Options +

Statistics and Plots

Click Options - Tick
Iteration history, Cl for
exp(B) > Continue > OK

Repeat for dbp, chol, age,
bmi

[] Classification plots
[7] Hosmer-Lemeshow goodness-of-fit

[] Casewise listing of residuals

Display
@ At each step At last step

Probability for Stepwise

Entry: Removal:

[7] Correlations of estimates
[¥ilteration history

[ ClforexpiB): %

Classification cutoff:

Maximum Iterations:

D Conserve memory for complex analyses or large datasets

[ Include constant in model

05

]
=]
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2. Univariable analysis

* Result
esSults
SBP P-value=0.001b
Wald test
Yariahles in the Equation

95% ClLfor EXPE)

B 5.E. ifald of 5ig. ExpiR) Lower pper

Step 1?7 shp 024 007 10290 001 1024 1.005 1.025

Canstant -4 684 1.035 20,303 000 0049

a. wWariahlefs) entered on step 1. shp.

Simple Logistic Regression

* Exp(B) is OR.

* OR(1 unit1in SBP)
=1.04(95% Cl: 1.01,
1.04)

* Interpretation:
1mmHg increasein
SBP increase odds of
CAD by 1.02 times




2. Univariable analysis

* Analyze categorical o
variables:

Covariates:

PR

- Dependent:cad, @ %
Covariates: gender e
L2 | |
~ Click Categorical > (o) ) e
Categorical Covariates: | ww==ememweves
gender 9 Cha nge gender(ndicator(first))
Contrast > Reference
Category: First >
Change > Continue. o i
— Repeat for race | continue || cancel [ Hep |
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2. Univariable analysis

* Results
Women=0 becomes
the reference group.
Categorical Yariables Codings
Parameter ° OR(male):211(950/0
coding
Frequency T Cl: 1.01, 4.44)
gender gender O woman Lo0 000 * Interpretation: Man
1 man 100 1.000 1
has 2.11 times odds
Gender P-value=0.048 of CAD as compared
by Wald test to woman
Variahles in the Equation
A95% C.Lfor EXP(R)
B 5.E ifald cf 5ig. Expi(BE) Lower Upper
Step 1*  genderi(1) F48 2T7E 3.904 048 2113 1.007 4 437
anstant -1.4a01 297 40, 870 000 145

a. variable(s) entered on step 1 gender.
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2. Univariable analysis

Let’s fill in the blanks

* OR values and P-values of IVs
Factors b SE OR (95% Cl) P-value

Systolic Blood Pressure 0.02 0.01 1.02 (1.01, 1.04) 0.001

Diastolic Blood Pressure

Cholesterol

Age

BMI

Chinese-vs-Malay

Race .
Indian-vs-Malay

Gender Man-vs-Woman 0.75 0.38 2.11 (1.01, 4.44) 0.048
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3. Interpretation

* Simple logistic regression of associated factors of coronary artery disease

Factors b SE OR (95% Cl) P-value
Systolic Blood Pressure 0.02 0.01 1.02 (1.01, 1.04) 0.001
Gender Man vs Woman 0.75 0.38 2.11(1.01, 4.44) 0.048
1mmHg increase in SBP Man has 2.11 times odds of
iIncrease odds of CAD
: : CAD as compared to woman,
by 1.02 times, while ) :
: while controlling for SBP
controlling for gender
To obtain for 10mmHg increase in SBP
OR = exp(c x b) = exp(10 x 0.05) = exp(0.5) = 1.22 times
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